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Abstract. The article presents the description, assumptions and subsequent steps of the 

space-time adaptive processing (STAP) algorithms used as a signal processing tool in 

radars. The possibilities of object detection using the Sample Matrix Inversion (SMI) and 

Data Domain Least Squares (DDLS) algorithms were compared and showned. The article 

shows the impact of the use of parallel programming on the computation time of both 

algorithms. The main aim of this study was to propose an efficient method for the real-

time implementation of the STAP algorithm in airborne radar systems. The idea of using 

parallel programming in STAP, supported only by the preliminary research results 

presented above, gives a real chance for the casual implementation of the STAP algorithm 

in a radar operating in close to real time mode. 
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1. INTRODUCTION 

  
Space-time adaptive processing is a crucial technology in the processing of 

radar signals received by the operating airborne radar in an environment where 

suppression of clutter and jammer is a challenge. Currently, the search for 

solutions for the optimal implementation of STAP technology for real-time 

operation is one from the major branches of STAP research. 

Several studies on the implementation of STAP in real-time airborne radar 

have confirmed the existence of three main problems. The first, essential, is to 

meet the requirement of access to a huge number of independent and identically 

distributed range samples. The fulfillment of this condition guarantees an 

accurate estimation of the interference covariance matrix. Another drawback is 

the high computational costs associated with inverting the aforementioned 

interference covariance matrix. Finally, an enormous amount of data generated 

during the collection and pre-processing of the received signal reflected from the 

earth's surface should be stored in the processor's memory [1-7]. 

The possibility of implementing STAP algorithms based on statistical 

methods of estimating the interference covariance matrix in the MATLAB 

environment with the use of parallel calculations was the main intention of the 

authors of this article. So far, attempts have been made to implement STAP 

algorithms on digital signal processors’ platforms. It turned out to be effective, 

although in fact it was supposed to show the finished product as well as to show 

the advantages of a digital signal processor (DSP) in real operation [8-11]. 

Currently, the direction of research on the use of parallel computing  

in STAP is the use of the CUDA (Compute Unified Device Architecture) 

architecture. CUDA is a computing architecture that enables the use of the 

computing power of multi-core processors (mainly graphics cards). The article 

[12] presents the implementation of the EFA STAP (Extended Factored 

Algorithm STAP) algorithm on the CUDA platform with the use of OpenMP. The 

EFA STAP algorithm is also a STAP algorithm based on the statistical method 

of estimating the interference covariance matrix. In addition, general 

implementations that can support variable-sized datasets were presented,  

and a general study of the tradeoffs between the power and performance  

of a full STAP pipeline of different architectures was done. 

The aim of the article is to propose STAP methods, which  

use parallelisation of operations with the use of program loops, so as to enable 

effortless implementation in radar operating in near real time mode. 

  

2. STAP ALGORITHMS 

  
The section presents the steps of processing the received signal reflected 

from the earth's surface in the STAP technique. It was assumed that the antenna 

array consists of N isotropic antennas evenly spaced.  
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The antenna array is transmitting M pulses with the pulse repetition 

frequency of fr. First, the SMI STAP algorithm is described. Hence, for the given 

ranging cell p, it is possible to indicate a single snapshot of the radar cube of the 

received data: 

𝑿𝑝 = [

𝑥𝑝,0,0 𝑥𝑝,1,0 𝑥𝑝,𝑁−1,0

𝑥𝑝,0,1 𝑥𝑝,1,1 𝑥𝑝,𝑁−1,1

⋮
𝑥𝑝,0,𝑀−1

⋮
𝑥𝑝,1,𝑀−1

⋮
𝑥𝑝,𝑁−1,𝑀−1

] (1) 

The following figure shows the radar data cube model. 

 
Fig. 1. The radar data cube 

 

The received signal includes reflections from objects illuminated by the 

main beam, but also by side lobes, hence the main task of the STAP technique is 

to remove undesired components of the received signal, which are clutter and 

noise. In the SMI STAP algorithm, the dependence on the optimal filter is given, 

which suppresses the sum of clutter and noise while amplifying the signal from 

the object [4]: 

𝑾𝑜𝑝𝑡 = 𝑹𝑢
−1𝒗 (2) 

where Ru is the estimated interference covariance matrix expressed as  

Ru = E[XTX] (T is the Hermitian conjugation of the matrix, E is the expected 

value), X is the training range samples, and v is the space-time steering vector of 

the considered object and it is expressed as v = vtvs ( denotes the Kronecker 

product).  
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The individual formulas for the temporal steering vector  

vt and the spatial steering vector vs are given as [4]: 

𝒗𝑡 =
1

√𝑀
[

1
𝑒𝑗2𝜋𝑓𝑑

⋮
𝑒𝑗2𝜋(𝑀−1)𝑓𝑑

] (3) 

𝒗𝑠 =
1

√𝑁
[

1
𝑒𝑗2𝜋𝑓𝑎

⋮
𝑒𝑗2𝜋(𝑁−1)𝑓𝑎

] (4) 

The spatial frequency is denoted as fa and the Doppler frequency as fd. The 

range samples surrounding the range sample, being tested for the presence of the 

object, are used to estimate the interference covariance matrix Ru. The rank of the 

estimated interference covariance matrix Ru is given as [1]: 

𝑟𝑐𝑙𝑢𝑡 = 𝑁 + (𝑀 − 1)𝛽 (5) 

where the parameter β is expressed as β = (2Va)/(frd), Va is the speed of the 

platform and  d is the inter-element spacing of the antenna. 

The second algorithm described is DDLS STAP. The use of the same 

antenna array and the same number of transmitted pulses as for the SMI STAP 

method was assumed. The first step is to create the T matrix representing the 

training data necessary for the interference estimation [8-10]: 

𝑻 = [

𝑥0,0,0 ⋯ 𝑥0,𝑁−1,𝑀−1

⋮ ⋱ ⋮
𝑥𝑝,0,0 ⋯ 𝑥𝑝,𝑁−1,𝑀−1

] (6) 

where P is the number of range samples, N is the number of antennas and M is 

the number of pulses. The purpose of the DDLS method, like the SMI method, is 

to find the vector W such that: 

[𝑻][𝑾] = 0 (7) 

However, to keep the constant gain in the direction from which the signal 

comes from the object, a row representing the hypothetical object position should 

be added to the matrix T: 

𝑯 = [𝒗𝑡 ⊗ 𝒗𝑠; 𝑻] (8) 

As a result: 

[𝑯][𝑾] =

[
 
 
 
 
1
0
0
0
⋮ ]
 
 
 
 

 (9) 
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or 

[𝑯][𝑾] = 𝑩 (10) 

The system of equations (10) written above is undefined, i.e., it has more 

unknowns than equations. Hence, solutions are sought using optimisation 

methods. In connection with the above, the optimisation problem is given as  

[8-10] 

𝑚𝑖𝑛(‖𝑾‖𝟐)
𝟐 (11) 

so as to 

[𝑩] = [𝑯][𝑾] (12) 

In [6], the above optimisation problem leads to the solution of a given 

formula: 

𝑾 = 𝑯T(𝑯𝑯T)
−1

𝑩 (13) 

The table below compares the properties of both SMI and DDLS methods. 

Table 1.  Comparison of SMI and DDLS methods 

Parameter SMI DDLS 

The dimension of the 

matrix being inverted  

Inversion of the matrix 

Ru 

with NM x NM 

dimension 

Inversion of the 

matrix H 

with (P+1) x (P+1) 

dimension 

Number of the required 

training samples P 
P > 2(N + (M-1)β) 

Required amount of 

memory 

The matrix Ru should be 

stored with  

NM x NM  

dimension 

The matrix H should 

be stored with  

(P+1) x (P+1) 

dimension 

Computation costs 
(NM)3 + M(NM)2 

operation 

P3 + 2NM(P)2 

operations for  

a single hypothetical 

object 

 

3. APPLICATION OF PARALLEL PROGRAMMING 
  

Parallel programming is a commonly used form of program execution. The 

essence of parallel programming is to execute several commands, often called 

threads, at the same time.  
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The main purpose of using parallel programming is to increase the 

computational efficiency and to shorten the time needed to solve  

a specific single computational task. In the article, a special toolbox built into the 

MATLAB environment – Parallel Computing Toolbox (PCT) was used for 

research on the use of parallel programming. The figure below shows an 

illustration of the division of a computational task performed in a loop into  

3 threads using PCT [11-13]. 

 
Fig. 2. The division of a computational task performed in a loop into four 3 threads 

using PCT [11-13] 

 

The article proposes the use of parallel programming in both above-

mentioned algorithms at the stage of transforming the received data cube from  

a three-dimensional matrix into a vector, and also at the stage of computing the 

weight vector. The above tasks are presented in the figure below [9-11]. 

The article presents only the course of operation of the SMI STAP algorithm 

along with the marked stages that are the subject to parallel calculations. 

However, exactly the same steps are computed in parallel to the DDLS STAP 

method, hence one drawing is sufficient. 

One of many possibilities offered by the MATLAB environment is to 

perform parallel computations using the parfor loop from the PCT package. 

Parfor is a way to run for loops in parallel, similar to OpenMP. Moreover, when 

using the parfor command, MATLAB automatically determines which variables 

are to be shared, private, or are reducing variables based on the form of your loop. 

All these facts must be recognised and declared in OpenMP. 

The parfor statement changes the way a program performs calculations. It 

ensures that all iterations of a loop are independent, and they can be executed in 

any order or in parallel.  

Execution starts with a single CPU (Central Processing Unit), the client. 

When a parfor loop is encountered, the client is helped by a "pool" of employees 

(threads). Each employee is assigned several iterations of the loop.  
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After the loop completes, the client resumes control of the execution. 

MATLAB ensures that the results are the same whether the program is executed 

sequentially or with the help of employees. The user can wait pending execution 

to determine how many employees are actually available. 

 

 
Fig. 3. Application of parallel programming at individual stages of SMI STAP 
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There are limitations to be aware of when using the parfor loop. These are 

among others:  

 scalar variables defined outside a parfor loop but used inside are 

broadcasted to all workers, 

 only the relevant parts of array variables defined outside a parfor loop 

but used inside are broadcasted to all workers, 

 the parfor loop index can be used inside the parfor loop, 

 the parfor loop index must take on integer values, 

 parfor loops cannot be nested, 

 all iteration-dependent behaviour is prohibited, 

 load-balancing is not accounted for. 

Briefly, parfor is usable when vectors and arrays that are modified in the 

calculation can be divided up into distinct slices, so that each slice is only needed 

for one iteration. 

 

4. SIMULATIONS AND DISCUSSION 
  

In order to compare the accuracy of object detection and the efficiency of 

both proposed methods, a series of simulations of a given radar system installed 

on board an aircraft detecting an object on the ground surface was performed. 

The simulations were made in the MATLAB environment. The parameters 

specified in the table below were assumed for the simulation. Our experiments 

are designed on the stand-alone with 2.30 GHz Intel Core i5 CPU, 4 GB memory 

size and 2-cores processor. 

The objectives of parallelisation are defined in the literature on the subject. 

These are shortening the running time of programs, increasing the efficiency of 

calculations and obtaining faster processing. The computational efficiency is 

expressed by relative measures in which the program execution times (task 

solving) are compared on one and many processors. In the case of this article, 

performance will be expressed in a relative measure where the program execution 

time is compared sequentially and over several threads. The best-known measure 

of computing efficiency is speedup, expressed by the formula: 

𝑆p =
𝑇1

𝑇p
 (14) 

where p is the number of threads (processors), T1 is the execution time of the 

sequential algorithm, and Tp is the execution time of the parallel algorithm using 

p threads (processors). 

The definition of the speedup parameter has evolved over the years. First, in 

1967, Amdahl's law stated that increasing the speed of a program when using 

multiple processors in parallel computing is limited by the time it takes to 

sequentially divide the program.  
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This was partially negative for the study of parallel computer architectures, 

and it played a pessimistic role. Then in 1987 Gustafson's Law indicated that any 

big enough problem can be effectively paralleled. Gustafson's law refers to the 

drawback of Amdahl's law, which is not scalable enough to take into account the 

availability of computing power as the machine grows. It addresses the problem 

of a fixed problem size or fixed computation loading on parallel processors. 

Instead, it proposes a fixed-time concept that leads to scaled speedup. Later, in 

1990, Sun-Ni summarised Amdahl's law and Gustafson's law and he presented 

the formula for memory-limited acceleration - the Sun-Ni law. Since the Sun-Ni 

law is not constrained by constant load or time, it is more flexible and expressible 

system acceleration [14-16]. 

Table 2.  Parameters assumed during the simulation 

Parameter Value 

Radar operating frequency 10 GHz 

Pulse repetition frequency 30 kHz 

Sampling frequency 6 MHz, 3 MHz, 1.5 MHz 

Duration of the pulse 0.33 μs 

Inter-element spacing of the antenna 0.015 m 

Radar position [0; 0; 1000 m] 

Object position [1000 m; 1500 m; 0] 

Jammer position [1000 m; 1500 m; 1000 m] 

Platform velocity [0; 250 m/s; 0] 

Object velocity [30 m/s; 30 m/s; 0] 

 

To reflect the real use of STAP processing in the airborne radar, a constant 

number of antennas in the antenna array was assumed for the simulation.  

The analysis of the influence of the proposed solution on the duration of the 

calculations was carried out by adjusting the number of transmitted pulses and 

their sampling frequency. This had a direct effect on the number of range samples 

and, more importantly, on the size of the radar data cube. The parallelisation of 

the computations was obtained by dividing the partial computations in the 

program loops into four threads. From Tables 3 and 4, it can be concluded that 

the use of software parallelising loops for calculations is important, because the 

time needed to determine the position of the object decreases. Moreover, it is 

evident that the increase in the amount of processed data results in an extended 

computation time. 
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Table 3.  Parameters assumed during the simulation and the obtained results for the SMI 

method 

Dim. Antennas Pulses 
Range 

Samples 

SMI time 

[ms] 

SMI 

parallel 

time [ms] 

Speedup 

1 10 10 50 0.2041 0.1576 1.295 

2 10 20 50 0.3005 0.2677 1.123 

3 10 30 50 0.4013 0.3725 1.077 

4 10 10 100 0.2640 0.2526 1.045 

5 10 20 100 0.4664 0.3800 1.227 

6 10 30 100 0.6629 0.5617 1.180 

7 10 10 200 0.5652 0.3431 1.647 

8 10 20 200 0.8210 0.4944 1.661 

9 10 30 200 1.2630 0.6241 2.024 

 

Table 4.  Parameters assumed during the simulation and the obtained results for the 

DDLS method 

Dim. Antennas Pulses 
Range 

Samples 

SMI time 

[ms] 

SMI 

parallel 

time [ms] 

Speedup 

1 10 10 50 0.0680 0.0525 1.295 

2 10 20 50 0.1002 0.0892 1.123 

3 10 30 50 0.1338 0.1242 1.077 

4 10 10 100 0.0910 0.0842 1.081 

5 10 20 100 0.1608 0.1267 1.269 

6 10 30 100 0.2286 0.1872 1.221 

7 10 10 200 0.1884 0.1107 1.702 

8 10 20 200 0.2737 0.1595 1.716 

9 10 30 200 0.4210 0.2013 2.091 
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Figure 4 shows the dependence of speedup on the dimension of the radar 

data cube. It can be seen an almost identical course of the curve for both methods. 

Moreover, it should be emphasised that with the increase in the dimension of the 

radar data cube, the use of the parfor loop to parallelise the calculations becomes 

more and more important, which of course results in higher speedup values. The 

conclusion from this study is that parallel computations should be applied to large 

matrices. For a smaller amount of data this is pointless as the speedup value is 1. 

 
Fig. 4. Comparison of the speedup for the SMI method and the DDLS method using 

parallel programming 

 

The second, key analysis of the effects of the proposed changes in the STAP 

algorithms was to check the accuracy of the object detection.  

The graphs of the signal amplitude values are shown in the figures above 

from in-dividual range samples after STAP processing for the case when the 

number of range samples was equal to 200. The analysis of the obtained results 

shows that all four methods unambiguously detected the object with similar 

accuracy. 

Performance evaluation is a general concept, which means that the correct 

detection of an object against an interference background - the highest value of 

the received signal, after processing by the selected algorithm - is considered 

reasonable and consistent with the assumptions made. In this paper, the attention 

and main effort has been focused on the operation of computational 

parallelisation. Therefore, a series of Monte Carlo simulations of individual 

algorithms were not performed to determine the magnitude of classical 

parameters used in radiolocation such as false alarm probability or correct 

detection probability.  
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Fig. 5. Comparison of the detection performance of the SMI method and the SMI 

method using parallel programming (SMI Parallel) 

 

Hence, the next step of our research may be to determine parameters such as 

false alarm probability or correct detection probability of individual STAP 

algorithms. 

STAP is designed to filter out echoes from interference sources, and preserve 

the signal coming from the object of interest. In the literature, radar interference 

is divided into passive interference (clutter) and active interference (jammer). The 

elements responsible for the existence of passive interference are stationary 

terrain obstacles, while the elements responsible for the existence of active 

interference are jamming devices that are the source of active interference. Both 

types of interference are defined in detail in the Matlab environment through 

built-in functions that describe the interference environment. 
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Fig. 6. Comparison of the detection performance of the DDLS method and the DDLS 

method using parallel programming (DDLS Parallel) 

 

Of course, for STAP based on the statistical method of estimating the 

interference covariance matrix, the detection of the object occurs after searching 

a sufficiently large number of training samples, according to the algorithms 

described above. 

 

5. CONCLSIONS 
  

This article presents the description and implementation of two known 

STAP algorithms - SMI and DDLS. In addition, the article attempts to use parallel 

programming in the above methods to reduce the time of expensive calculations 

on very large matrices. 
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The duration of STAP calculations for four algorithms was analysed and 

compared. When analysing the obtained results, one should notice significantly 

shorter data processing times in the case of dividing the calculations into four 

threads. Due to the broadness of the obtained results and their scalability, the 

authors limited the presentation of the results only to the case when the number 

of range samples was equal to 200. Based on the simulations performed, it was 

found that the use of parallel programming requires additional time for 

communication and synchronisation of partial calculations from each thread. 

The common feature of both SMI and DDLS methods is the performance of 

a series of mathematical operations, described in Table 1, for each hypothetical 

object. However, the differences between the two methods in favour of DDLS 

are lower computational complexity and shorter data processing time. 

It is true that MATLAB is not the best tool for parallel computing. However, 

it is the only initial platform available to authors on which solutions have been 

tested. Where hardware conditions permit, further testing can be performed on 

other platforms such as CUDA. A very important conclusion from the research is 

that the parfor structure can only be used for parallel execution of independent 

iterations of the for loop. 

The article presents the possibility of a parallel application for the STAP 

algorithm based on the statistical method of estimating the interference 

covariance matrix.  

In addition, the cited literature on the subject also discusses the use of, for 

example, CUDA architecture in algorithms based on the statistical method of 

estimating the interference covariance matrix. Hence, the idea is born to 

implement the STAP algorithm in the MATLAB environment, based on the non-

statistical method of estimating the interference covariance matrix, which the 

authors studied earlier [20]. 

The idea of using parallel programming in STAP, supported only by the 

preliminary research results presented above, gives a real chance for the casual 

implementation of the STAP algorithm in a radar operating in close to real time. 
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Streszczenie. W artykule przedstawiono opis, założenia i kolejne kroki algorytmów 

przestrzenno-czasowego przetwarzania adaptacyjnego (STAP) stosowanych jako 

narzędzie przetwarzania sygnałów w radarach. Porównano i pokazano możliwości 

wykrywania obiektów za pomocą algorytmów Sample Matrix Inversion (SMI) i Data 

Domain Least Squares (DDLS). W artykule przedstawiono wpływ zastosowania 

programowania równoległego na czas obliczeń obu algorytmów. Głównym celem pracy 

było zaproponowanie efektywnej metody implementacji algorytmu STAP w czasie 

rzeczywistym w pokładowych systemach radarowych. 

Słowa kluczowe: przestrzenno-czasowe adaptacyjne przetwarzanie sygnałów, 

przetwarzanie sygnałów radarowych, radar 
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